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Abstract. A proof of a shuffle is a zero-knowledge proof that one list
of ciphertexts is a permutation and re-encryption of another list of ci-
phertexts. We call a shuffle restricted if the permutation is chosen from
a public subset of all permutations. In this paper, we introduce a general
technique for constructing proofs of shuffles which restrict the permuta-
tion to a group that is characterized by a public polynomial. This gen-
eralizes previous work by Reiter and Wang [22], and de Hoogh et al. [7].
Our approach also gives a new efficient proof of an unrestricted shuffle
that we think is conceptually simpler and allow a simpler analysis than
all previous proofs of shuffles.
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1 Introduction

Miz-Nets. Suppose that N senders Sy, ..., Sy each wish to send a message, but
remain anonymous within the group of senders, e.g., the senders could be voters
in an election. Chaum [5] introduced the notion of a mix-net (or anonymous
channel) to solve this problem. A mix-net is a cryptographic protocol executed
by k mix-servers Mj, ..., My, where k typically is much smaller than N. All
provably secure mix-nets proposed in the literature take as input a list Loy of
ciphertexts and order the mix-servers in a chain. Each mix-server M; in the
chain takes as input the output L;_; of the previous mix-server in the chain.
It processes each ciphertext in L;_; by decrypting and/or re-encrypting it, and
then forms its output L; as the processed ciphertexts in random order. This
operation is called a shuffie. If the ciphertexts are not decrypted during process-
ing, the mix-servers then perform a joint verifiable decryption of the final list
L. In some applications, the final output of the mix-net may be a list of the
ciphertexts themselves, in which case no joint decryption takes place.

In Chaum'’s original construction a generic cryptosystem is used. A sender
encrypts its message m; as Epg, (Epk, (- - - Epg, (m:) - +)), where pk; is the pub-
lic key of the jth mix-server, and the mix-servers use standard decryption when

* The original publication is available at http://www.springerlink.com/content/
q84516u323h3813j7/.



processing the ciphertexts. Park et al. [18] observed that if a homomorphic cryp-
tosystem is used, the increase in the size of the submitted ciphertext can be
avoided. Another, perhaps more important, consequence of using a homomor-
phic cryptosystem is that it simplifies the construction of a zero-knowledge proof
that a mix-server shuffles its input correctly, a so called proof of a shuffle. We
give a detailed account of previous work on such protocols later, but first we
conclude the discussion on mix-nets.

Although the mix-servers use the homomorphic properties of the cryptosys-
tem constructively, Pfitzmann [20] points out that a non-malleable cryptosystem
must be used in the submission phase. There are several ways to achieve this in
a provably secure way.

The security of a mix-net as a whole was first formalized by Abe and Imai [1]
in a standalone model, but they did not provide a construction that satisfied
their definition. The first definition of security in the UC framework [4] and the
first mix-net provably secure as a whole was given by Wikstrom [25]. Later work
[26] gave simpler and more efficient constructions.

Previous Work On Proofs of Shuffles. As far as we know the first proof of a shuffle
appears in Sako and Kilian [24] based on a previous protocol by Park et al. [18].
They give a cut-and-choose based zero-knowledge proof of a shuffle with sound-
ness 1/2. Its soundness can be increased using repetition, but this becomes
computationally expensive if the number of ciphertexts is large. The first ef-
ficient proofs of shuffles were given independently by Neff [17] and Furukawa
and Sako [11]. Both approaches were subsequently optimized and generalized, in
particular by Groth [13] and Furukawa [9] respectively. Wikstrom [26] presented
a proof of a shuffle based on an idea distinct from both that of Neff and that of
Furukawa and Sako.

These shuffles have all been optimized and/or generalized in various ways,
e.g., for proving re-encryption and partial decryption shuffling [10], for shuffling
hybrid ciphertexts [12], or to reduce communication complexity [15].

A different approach to mix-nets was introduced by Adida and Wikstrom
[3,2]. They investigate to what extent a shuffle can be pre-computed in such
a way that the shuffling can be done in public and the online processing of
the mix-servers can be reduced to joint decryption. The construction in [2] is
conceptually appealing, but inefficient, whereas the construction in [3] is very
efficient as long as the number of senders is relatively small.

In a recent paper, Wikstrom [27] shows that any proof of a shuffle can be
split in an offline part and an extremely efficient online part. The offline part
is executed before, or at the same time, that senders submit their inputs and
consists of a commitment scheme for permutations and a zero-knowledge proof
of knowledge of correctly opening such a commitment. The online part is a
commitment-consistent proof of a shuffle, where the prover shows that it cor-
rectly uses the committed permutation to process the input. This drastically
reduces the online complexity of provably secure mix-nets.

Motivated by insider attacks, Reiter and Wang [22] construct a proof of a
rotation (they use the term “fragile mixing”). A rotation is a shuffle, where the



permutation used is restricted to a random rotation of the ciphertexts. Their idea
is to reduce the incentive of insiders to reveal any input/output-correspondence,
since this would reveal the complete permutation used, which is assumed to be
associated with a cost for the insider. Recently, a more efficient proof of a rotation
is given by de Hoogh et al. [7]. In fact, they give two protocols: a general protocol
for any homomorphic cryptosystem and rotation, and a more efficient solution
which requires some mild assumptions on the homomorphic cryptosystem used.

De Hoogh et al. lists several possible applications of proofs of rotations be-
yond the classical application of proofs of shuffles for mix-nets, e.g., secure inte-
ger comparison [21], secure function evaluation [16], and submission schemes in
electronic election schemes [23].

1.1 Owur Contribution

We introduce a novel technique for restricting the class of permutations in
a proof of a shuffle of N ciphertexts by showing that 7 is chosen such that
F(xa1),- - Zx@vy) = F(z1,...,2n) for some public polynomial F. In particu-
lar, we can prove that the permutation is contained in the automorphism group
of a (directed or undirected) graph on N elements.

A concrete general proof of rotation with efficiency comparable to that of
de Hoogh et al. [7] is trivially derived from our technique, but several other
natural concrete examples are derived just as easily, e.g. the list of ciphertexts
may be viewed as a complete binary tree and the set of permutations restricted
to isomorphisms of the tree.

Furthermore, the basic principle behind our technique can be used in a nat-
ural way to construct a novel efficient proof of an unrestricted shuffle with an
exceptionally simple analysis. Given the large and unwieldy literature on how to
construct efficient proofs of shuffles we think this conceptual simplification is of
independent interest.

1.2 Informal Description of Our Technique

We briefly describe our results and the technique we use, but before we do so we
recall the definition of Pedersen’s perfectly hiding commitment scheme [19], or
more precisely a well known generalization thereof. The commitment parameters
consist of NV 41 randomly chosen generators g, g1, ..., gn in a group G4 of prime
order ¢ in which the discrete logarithm assumption holds. To commit to an array
(e1,...,en) € ZY, the committer forms g* Hz]\il g;". Below we use the fact that
sigma proofs can be used to efficiently prove any polynomial relation between
the values eq,...,en.

A New Proof of a Shuffle. We first describe how to prove that a matrix M €
Z]qv *N over a finite field Z, hidden in a Pedersen commitment is a permuta-
tion matrix. Let (-,-) denote the standard inner product in ZY and let = =
(z1,...,zN) be a list of variables. If M does not have exactly one non-zero



element in each column and each row, then Hf\il(m“x) #* Hfil x; where m;
denotes the ith row of M. This can be tested efficiently by Schwarz-Zippel’s
lemma, which we recall states that if f(x1,...,2ny) is a non-zero polynomial of
degree d and we pick a point € from Zé\[ randomly, then the probability that
f(@) =0 is at most d/q.

To prove that M is a permutation matrix, given that it has exactly one non-
zero element in each row and column, is of course trivial; simply show that the
elements of each row sum to one.

We observe that proving both these properties can be done efficiently using
the matrix commitment scheme used in [11,27]. The commitment parameters
of this scheme consists of independently chosen generators g, g1,...,gn of a
group G, of prime order ¢. To commit to a matrix M, the committer com-

putes (ai,...,an) = (g% Hivzl gt gty Hivzl g:""™). which allows publicly
: : — N e ) TN (7@

computing a commitment of all (m;,€) as [[;_, a;J = g Il= gjwj ®) The
prover may then use standard sigma proofs to show that Hf\il (mi,e) = Hfil €.
To show that the sum of each row is one it suffices to prove that H;V:1 a;/ H;V:1 95
is on the form g¢° for some s.

At this point we may invoke the commitment-consistent proof of a shuffle in
[27] to extend the above to a complete proof of an unrestricted shuffle, but we
also present a more direct construction.

Restricting the Set of Permutations. In the interest of describing the techniques,
we consider how to restrict the set of permutations to the automorphism group
of an undirected graph ¢. Let the graph have vertices V = {1,2,3,..., N} and
edges E C V x V and encode the graph as a polynomial Fg(z1,...,2n) =
2o jyer Ti%j in Zglzy, ..., xn]. Observe that m is contained in the automor-
phism group of ¢ if and only if Fg(2xq), ..., %xrw)) = Fg(21,...,2N).

Suppose that a prover has shown that a committed matrix M € ZNY*V ig
a permutation matrix corresponding to a permutation 7. If 7 is not contained
in the automorphism group of ¢, it follows from Schwartz-Zippel’s lemma that
Pr [Fg(c,r(l), coexwy) = Fyler, .. ,eN)} is exponentially small, when € € Z,
is randomly chosen by the verifier. Since Me = (67(1)7 ey e,r(N)) the veri-
fier can easily compute a commitment of the permuted random exponents as
H;V=1 a;] = gi&e H;'V=1 g;"@. The prover can then use a standard sigma proof
to prove the equality, for example by proving correct computation of each gate
in the arithmetic circuit for the polynomial.

Note that it is not important that the polynomial comes from a graph. Hence,
we can apply the same technique to prove that m satisfies F(er1),...,ern)) =
F(ey,...,en) for any public polynomial F.

2 Notation and Tools

We use n as the security parameter and let ¢ denote an n-bit prime integer. The
field with g elements is denoted by Z4. Our protocols are employed in a group



G of prime order ¢ with standard generator g, in which the discrete logarithm
problem is assumed to be hard. We use bars over vectors to distinguish them
from scalars. The angle bracket (@, b) denotes the inner product Zfi] a;b; of two
vectors @,b € Zé\[. For a list u = (ug,...,un) € G’é\[ and a vector € € Zflv we
abuse notation and write u¥ = [[)\, u¢*. Throughout, we use S C Z, to denote
the set from which the components of our random vectors are chosen.

If %, and %5 are relations we denote by %) V %2 the relation consisting of
pairs ((x1,x2), w) such that (z1,w) € % or (z2,w) € Xs.

Matriz Commitments. We use a variation of Pedersen commitments [19] in a
group G, to commit to a matrix over Z,. The commitment parameter ck needed

to commit to an N x 1 matrix consists of a description of the group G, with

its standard generator g and randomly chosen group elements g1,...,gn € Gy.

An N x 1-matrix M over Z, is committed to by computing a = Cei, (M, s) =

g° Hf\il 9", where s € Z, is chosen randomly. We abuse notation and omit the
commitment parameter when it is clear from the context. An N x N-matrix M is
committed to column-wise, i.e., C (M,3) = (C (mi,1),51) ,--.,C ((mi NNy, sn)),
where in this case 5 is chosen randomly in ZLIIV . By committing to a matrix M
column-wise we get the useful identity

N N N N
c(M,3) = [[ a7 [[o7 =g Lo ™" = (M, (5.2))
j=1 i=1 i=1

This feature plays a central role in our approach. It is easy to see that the
commitment scheme is perfectly hiding. The binding property is known to hold
under the discrete logarithm assumption in Gy, see [11] for a proof.

We construct protocols that are sound under the assumption that the binding
property of the above protocol is not violated. We define %, to be the relation
consisting of pairs ((ck,a), (M,s, M’,5")) such that a = Coi, (M,3) = Cer (M',3),
i.e., finding a witness corresponds to violating the binding property of the com-
mitment scheme.

X-proofs. Recall that a sigma proof is a three-message protocol that is both
special sound and special honest verifier zero-knowledge [6]. The first property
means that the view of the verifier can be simulated for a given challenge, and
the second property means that a witness can be computed from any pair of
accepting transcripts with identical first messages and distinct challenges. It is
well known that if a prover P* convinces the verifier with probability §, there
exists an extractor running in expected time (’)(T/ (60— e)) for some polynomial
T and some negligible knowledge error €. Given a statement z, we denote the
execution of a sigma proof of knowledge of a witness w such that (z,w) € Z by
X-proof [w|(z, w) € Z].

We need to prove knowledge of how to open commitments such that the
committed values satisfy a public polynomial relation, i.e. to construct a sigma
proof

S-proof [e € Z) s € Zy|a=C(e,s) A f() = €]



given a commitment a = C (€, s), a polynomial f € Zg[x1,...,2n], and a value
¢’ € Zy. We remind the reader how this can be done.

The parties agree on an arithmetic circuit over Z, that evaluates the polyno-
mial f. The prover constructs new commitments a; to each individual value e;
hidden in @ and proves that it knows how to open all commitments consistently
with a proof of the form

X-proof [e € Zév,s,sl,...,sN €Zqla=C(e,s) AV (a; = C (e, 84)) ]

The resulting commitments ay,...,ay are considered the input of the arith-
metic circuit. For each summation gate, the two input commitments of the gate
are multiplied to form the output of the gate. For each product gate with in-
put commitments a; = C(e1,s1) and as = C (ez, $2), the prover forms a new
commitment az = C (e, s3) and proves that es = ejes with a sigma protocol

X -proof [627 2,85 € Ly ‘ag = gséa‘f"’ Nag =C (ez, s2) ]

Finally, the output a of the entire circuit is shown to be a commitment of e’
using a protocol of the form

X -proof {s € Zy ‘a/gf/ = g“’]

Special soundness and special honest verifier zero-knowledge allow us to ex-
ecute all these protocols in parallel using a single challenge from the verifier,
thus forming a new sigma protocol. Together with the binding property of the
commitment scheme, this implies that the prover knows € € Zflv and s € Zy such
that C (e,s) =a A f(e) =¢.

We remark that it is sometimes possible to do better than the general tech-
nique above. In particular when provin%l that a shuffle is a rotation, one has to
prove that a polynomial of the form ;" ;3; has a certain value. This can be
done efficiently by evaluating the polynomial as an inner product between the
vectors T and ¥ using a linear algebra protocol from [14].

Polynomial Equivalence Testing. We use the Schwartz-Zippel lemma to analyze
the soundness of our protocols. The lemma gives an efficient, probabilistic test
of whether a polynomial is identically zero.

Lemma 1 (Schwartz-Zippel). Let f € Zg[z1,...,2n] be a non-zero multi-
variate polynomial of total degree d > 0 over Zg, let S C Zq, and let ey, ..., en
be chosen randomly from S. Then

Prf(er,...,en) =0] <



3 Proof of Knowledge of Permutation Matrix

We show how to prove knowledge of how to open a Pedersen commitment of a
matrix such that the matrix is a permutation matrix. Wikstrom [27] constructs
a commitment-consistent proof of a shuffle for any shuffle-friendly map, based on
the same permutation commitment we use here. Thus, it is trivial to construct
a proof of a shuffle by combining the protocol below with the online protocol in
[27].

Our protocol is based on a simple probabilistic test that accepts a non-
permutation matrix with negligible probability.

Theorem 1 (Permutation Matrix). Let M = (m;;) be an N x N-matriz
over Zg and T = (x1,...,xN) a vector of N independent variables. Then M is

a permutation matriz if and only if [[ (M, @) = [[, % and MT=T.

Proof. Consider the polynomial f(Z) = Hfil(m,@ in the multivariate poly-
nomial ring R = Zg[x1,...,zy], where m; is the ith row of M. It is clear that
M1=1and f(z) = sz\;1 x; if M is a permutation matrix. Conversely, suppose
that M1 =1 and f(Z) = Hf\le x;. If any row m; were the zero vector, then f
would be the zero polynomial. If all rows of M were non-zero, but some row m;
contained more than one non-zero element, then f would contain a factor of the
form 37, c ymijx; with [J] > 2 and m;; # 0 for j € J. Since R is a unique
factorization domain, this contradicts the assumption that f(Z) = HZI\Ll ;. If
the jth column contained more than one non-zero element, then degl,j f>2
again contradicting f = H;V:l x;. Thus there is exactly one non-zero element in
each row and column and since M1 = 1, the non-zero element must equal one.

Protocol 1 (Permutation Matrix).

CoMMON INPUT: Matrix commitment a € Gév and commitment parameters
9,91,---,9N € Gq~

PRIVATE INPUT: Permutation matrix M &€ Zév XN and randomness 3 € ZZIV such
that a = C (M, s).

1. V chooses e € SN C Zév randomly and hands e to P.
, S,

2. P defines t = (1,3) and k = (5,€). Then V outputs the result of

N N

c(Lty=a"'rc@ k) =an]] e =]]e

i=1 i=1

t,k€Z

X-proof {e’ c Zé\,

We remark that V could instead hand a random seed to P and define € as the
output of a PRG invoked on the seed. This reduces the amount of randomness
needed by the verifier, which is important in applications where the role of V is
played by a multiparty coin-flipping protocol. Since this trick is well known (cf.
[27]) and complicates the exposition, we do not detail it here.



Proposition 1. Protocol 1 is a perfectly complete, 4-message honest verifier
zero-knowledge proof of knowledge of the relation X N R com, where the relation
R consists of pairs ((ck,a),(M,3)) such that M is a permutation matriz and
a="Ce (]VLE).

Under the discrete logarithm assumption, it is infeasible to find a witness
of the relation % om for the commitment parameter (g, g1,...,gn). Thus, for a
randomly chosen commitment parameter, the proposition may be interpreted as
a proof of knowledge of the relation .

3.1 Proof of Proposition 1

The completeness and zero-knowledge properties follows from the completeness
and zero-knowledge properties of the sigma protocol and the hiding property of
the commitment scheme. What remains is to show that the protocol is a proof of
knowledge by creating an extractor. We do this by extracting witnesses (€', ¢, k)
from the sigma proof for N linearly independent vectors € and use them to
recover the matrix M. Finally, we show that if M is not a permutation matrix,
then we are able to extract a witness of the commitment relation Zcom.

Three-Message Protocol. We first make a conceptual change that allows us to
view our four-round prover as a particular three-round prover of a standard
sigma-protocol. Given a prover P*, we denote by P, the interactive machine
that chooses € € Zflv randomly itself instead of letting V choose it, and then
simulates P*. We denote by V; the corresponding verifier that accepts € as part
of the first message in the sigma proof.

Basic Extractor. We augment the common input with a list of linearly indepen-
dent vectors €y,...,¢ € Zév where [ < N, let P, be identical to Py, and define
V. to be identical to V1 except that it only accepts if € is linearly independent
of these. If P* convinces V with probability ¢, then P, clearly convinces V| with
probability at least § — ﬁ, since the probability that € is linearly dependent of
€1,...,6 € Zflv is bounded by ‘l?l

It is well known that the sigma proof has an extractor £, running P, as a
black-box that given linearly independent €,...,¢; € Zfzv extracts an e that is
linearly independent of the former vectors and a corresponding witness (€', ¢, k)
of the sigma proof. Furthermore, £, runs in expected time T'/(§ — ﬁ —¢) for
some polynomial T'(n) in the security parameter n, where € is the knowledge
error of the sigma proof. Denote by €y the extractor that computes witnesses
(&1, ti,ep, k1) = EL(er,. .., €-1,a,9,91,...,9n) for L = 1,...,N. Then Ey runs

in expected time O(NT/(5 — ﬁ —e).

Computation of Committed Matrixz. From linear independence follows that there
exists oy ; € Zg such that Zj\;l oy ;€; is the [th standard unit vector in Zflv. We



conclude that:

N
a; = Ha“l,ﬁ] =
j=1

=P

N N
=/ o, 2 : -/ 2 :

C (6]-, k‘J) = C al‘,jej, al,jkj
j=1 j=1

Thus, we have a = C (M,s), where Z;V:I . j&; is the Ith column of a matrix
M e ZY*N and 5 = (Z;\Izl oq,jkj,...,Z;y:l anjk;) € ZY is the random

vector used to commit.

Product Inequality Extractor. We expect that the matrix M is a permutation
matrix, but if this is not the case we must argue that we can find a non-trivial
representation of 1 in G,. We augment the original input with a non-permutation
matrix M which we assume satisfy M1 = 1. We will see that had M1 # 1, we
would have been able to extract a witness of % om. Let Py be identical to P,
and define V; to be identical to V; except that it only accepts if

N N
II_ mie#]]_ e (1)

From Theorem 1 and Schwartz-Zippel’s lemma follows that the probability that
the additional requirement is not satisfied is at most N/|S|. Thus, if P* convinces
V with probability §, then P, convinces V, with probability at least § — N/|S|.
Again, a standard argument implies that there exists an extractor £, with black-
box access to P* running in time O(T"/(5 — % —€)), which extracts (e,t,e, k)
such that C (€', k) = a® and Equation (1) is satisfied.

Main Extractor. Denote by £ the extractor that proceeds as follows:

1. It invokes Ey to find a matrix M and randomness s such that a = C (M, 3).
If M is a permutation matrix, then £ has found the witness (M, 3) of relation
K.

2. If M does not satisfy M1 = 1, then set & = M1 and note that

e #1 and C(1,t) = ad'=¢ (e”, (5, 1))

Then &€ has found the witness (a!,1,¢1,e”, (5,1)) of the commitment relation
R com- o

3. If M satisfies M1 = 1, but is not a permutation matrix, then £ invokes &,
with the additional input M to find (€,¢,€, k) such that C (¢, k) = a® and
Equation (1) holds. Define €’ = Me and note that

e #¢ and C(€,k)=da°=C(e",(35e)

The former holds, since Hfil e} = Hf\;l e # Hfil e/. Then & has found the

witness (a®, €, k,e”, (5,€)) of the commitment relation % om.

Note that the the expected running time of the extractor £ is bounded by
O((NT +T")/(6 — % —€)) as required and that it always finds a witness of
either Z. or Zeom.- ]



4 Proof of Knowledge of Restricted Permutation Matrix

‘We now detail how one can restrict 7 to the subset Sg of permutations that sat-
isfies F (T}, ...,T)) = F(T1,...,Tq) for a multivariate polynomial F(Zy,...,Tq)
in Zg[T1,...,Zq4] where Tj = (T (1);-- -, Tim(n)) - We remark that d = 1 in
many instances, in which case the polynomial F' will just depend on a single list
of N variables.

The protocol below is an extension of Protocol 1. Thus, to simplify the expo-
sition we denote by P, (a,t,€,e, k) the predicate used to define the sigma proof
of Protocol 1, i.e. C (1,¢) = a' AC (€, k) = a® A 1Y, ¢ = 1Y, e
Protocol 2 (Restricted Permutation Matrix).

COMMON INPUT: Matrix commitment a € Gév, commitment parameters g, g1,...,gnN €
Gy, and a polynomial invariant F.

PRIVATE INPUT: Permutation matrix M € Zflv *N for a permutation 7 € Sy and
randomness § € Zé\’ such that a = C (M, s).

1. V chooses €1,...,6q € SN C Z]qv randomly and hands €;,...,¢4 to P.
2. P defines t = (1,3) and k, = (5,€,) for « = 1,...,d. Then V outputs the
result of
E’l EZ(IIVJLJQ EZq Pﬂ(a7taE17€/17k1) =1
S-proof | &,...,e, € ZY N1 C (€. k) = a®

ka,....,ka€Zqy |NF(,...,€)) =F(e,...,eq)

Proposition 2. Protocol 2 is a perfectly complete j-message honest verifier
zero-knowledge proof of knowledge of the relation %y N R com, where the relation
Ry consists of pairs ((ck,a, F),(M,3)) such that M is a permutation matriz of
m € Sr and a = C, (M,3).

The proof, given in Appendix A.1, is a slight modification of the proof of Propo-
sition 1.

4.1 Encoding Graphs As Polynomials

So far, we have not discussed where the polynomials would come from. In this
section we describe how a graph can be encoded as a polynomial which is invari-
ant under automorphisms of the graph.

The edge set E of an undirected graph ¢ with N vertices can be encoded
by the polynomial Fy(Z) = > ; cp ®iz; where T is a list of N independent
variables. This encoding is generalized in the natural way to a hypergraph with
edge set E by defining Fiy(T) = > cp [[;c. i- Both encodings allow multiple
edges and self-loops.

Notice that the encoding above does not preserve information about the
direction of the edges. For directed graphs, we instead introduce new variables
Y1,...,yn and use the polynomial Fg(T,7) = Z(M)GE x;y;, where z; and y;
represent the origin and destination of a directed edge from and to vertex ¢

10



respectively. For example, the cyclic group Cn of rotations of N elements arise
as the automorphism group of the directed cyclic graph on N vertices. This
graph can be encoded by the polynomial Fy(Z,y) = Z(m.)eE Z;yj SO We can use
a proof of a restricted shuffle to show that one list of ciphertexts is a rotation of
another.

This trick of adding more variables can be generalized to encode the order
of the vertices in the edges of a hypergraph.

Theorem 2. Let Fy(T1,...,Tq) be the encoding polynomial of a (directed or
undirected) graph or hypergraph 4. A permutation  is an automorphism of 4
if and only if

Fy(Ty,...,Ta) = Fg(TY,...,Ty) ,

where T = (& (1), - - -, Ti,n(N))-

Proof. Recall that an automorphism is a permutation of the vertices which maps
edges to edges. Since Fy is an encoding of the edge set and the edge sets are equal
if and only if the permutation is an automorphism, it follows that the encoding
polynomials are equal if and only if the permutation is an automorphism. d

5 Proofs of Restricted Shuffles

We immediately get an 8-message proof of a restricted shuffle for any shuffle-
friendly map and any homomorphic cryptosystem by combining our result with
the protocol in [27]. Here we give a 5-message proof of a restricted shuffle for
the important special case where each element in the groups of ciphertexts and
randomness have prime order ¢, e.g. El Gamal [8].

Recall the definition of shuffle-friendly maps from [27], where we use Cpj, and
Rpi to denote the groups of ciphertexts and randomness for a public key pk.

Definition 1. A map ¢, is shuffle-friendly for a public key pk € PK of a
homomorphic cryptosystem if it defines a homomorphic map ¢pr : Cpr, X Rpp —
Cpk-

For example, the shuffle-friendly map! of a shuffle where the ciphertexts are
re-encrypted and permuted is defined by ¢pi(c,7) = ¢ Epi(1,7). All the known
shuffles of homomorphic ciphertexts or lists of ciphertexts can be expressed sim-
ilarly (see [27] for more examples). We let Pr(a,t,{€,,k,, € }% ;) denote the
predicate Pr(a,t,e1,€, k1) A F(ey,...,e;) = F(ey,...,e) AC(€), k;) = a% for
all j, i.e the predicate that was used to define the sigma proof in Protocol 2.

Protocol 3 (Proof of Restricted Shuffle).
ComMON INPUT: Commitment parameters g, gi,...,gn € Gg, a polynomial F,
public key pk, and ciphertexts c1,...,en, ¢, ..., ¢y € Cpr-

! We remark that nothing prevents proving a shuffle of other objects than ciphertexts,
i.e., any groups Cpi, and R,y of prime order ¢, and any homomorphic map ¢, defined
by some public parameter pk can be used.

11



PRIVATE INPUT: A permutation m € Sg and randomness 7 € Rgﬁ such that
¢ = Sk (ex(0)sTr))-

1. Let M € ZfIVXN be the permutation matrix representing 7. PP chooses s € ZfIV
randomly, computes a = C (M,3), and hands a to V.

2. V chooses €,...,6q € SN C Zflv randomly and hands €y,...,¢4 to P.

3. P defines e, = Me,, t = (1,5), k, = (5,€,) for t =1,...,d, and u = (F, ;).
Then V outputs the result of

{e, e 2l k€ Z,}L,

&-proof t € Zg,u € Rpk

PF(aa t, {Eu k., E:}Ld:l) =1
T () = 6 (T €, w)

In Appendix B we give a concrete instantiation of the above sigma proof
for an unrestricted shuffle which has efficiency comparable to some of the most
efficient proofs of a shuffle in the literature. We also explain how a shuffle of a
complete binary tree can be derived with essentially no additional computational
cost.

Proposition 3. Protocol 3 is a perfectly complete 5-message honest verifier
zero-knowledge proof of knowledge of the relation %y, N R com, where Ry, con-
sists of pairs ((ck,a, F, pk,¢,c),(M,s,7)) such that M is a permutation matriz
of me Sp, a="Ce (]\/[7 E) and Cg = ¢pk ((:.,,.(Z-)7 ’I'ﬂi)) .

A proof of the proposition is given in Appendix A.2

6 Variations and Generalizations

There are many natural variations and generalizations of our approach. Below
we briefly mention some of these.

An alternative encoding of a graph is found by switching the roles of multipli-
cation and addition in the encoding polynomial, e.g., the encoding polynomial of
an undirected graph & could be defined as Fg(21,...,2n) = [ jep(@i + ;).
Direction of edges can also be represented in an alternative way using powers
to distinguish the ends of each edge, e.g, given a directed graph ¢ the encoding
polynomial could be defined by Fg(z1,...,2n) = Z(i,j)eE .L,.L? We can com-
bine these ideas, turning exponentiation into multiplication by a scalar, and get
the encoding polynomial Fy(z1,...,2n5) = [I; jep(zi + 27; + 1) for our di-
rected graph. The additive constant 1 is needed to fix the scalar multiple of each
factor since factorization in the ring Zy[z1, ...,z ] is only unique up to units.
The same ideas can be extended to hypergraphs and oriented hypergraphs, i.e.
hypergraphs where the edges are ordered tuples rather than sets of vertices.

It is easy to generalize the protocol to proving that f(z),...,Txn)) =
g(x1,...,xy) for an arbitrary function g. In the body of the paper, we dealt
with the important special case where f = g, but by choosing ¢ different from f,

12



it is possible to prove that the permutation belong to a set that is not necessarily
a group. For example, one can prove that the permutation is odd by choosing

f(xl,...,.rN):H(xiij) and g(xl,...,zN):fn(zif,rj)‘

i<j i<j

However, it will generally not be possible to create a chain of mix-servers unless
the permutation is restricted to a set that is closed under composition.

For utmost generality, one can easily modify the protocol to prove that
flxy, N, Ty, - Tr(vy) = 0 o1 even f(21,..., 2N, Tr()s -+, Tr(n)) # O
for any function f that can be computed verifiably. Given a commitment y =
C (b, s), the prover can demonstrate that b # 0 by computing ¢ = 1/b, z = ¢g° ¢
and running a sigma proof of the form

X-proof [r, t,s

z=g"y' N2/gy = gr]

As an example, one can prove that a permutation is a derangement, i.e. that
m(¢) # i for all ¢ by verifying Hf;l (2r(y — i) #0.

In our exposition we assume for clarity that ¢ is prime, but this is not es-
sential. Composite ¢ can be used, but this requires a more delicate analysis to
handle the possibility of non-invertible elements and zero-divisors in the ring Z,,
e.g., the random vectors are no longer vectors, but elements in a module. Even
the case where ¢ is unknown can be handled using an approach similar to that
of [27].
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A Omitted Proofs

A.1 Proof of Proposition 2

The completeness and zero-knowledge properties follows immediately from the
completeness and zero-knowledge property of the sigma proof and the hiding
property of the commitment scheme.

The soundness and proof of knowledge properties follows by modifications of
the proof of Proposition 1. We first replace the basic extractor. Then we consider
an additional extractor for finding polynomial inequalities in the case where the
extracted matrix M does not belong to the required set of permutation matrices.
Finally, we add an additional step to the original main extractor.

Three-Message Protocol. We redefine the prover P, such that it chooses all of
€1,...,€4 € SV (instead of letting the verifier choose them), and redefine V, to
accept €y, ..., eq as part of the first message from the prover. We may then view
the prover P, and verifier ¥V, from the proof of Proposition 1 as modifications to
the new P4 and V; in the obvious way (where they use the components of the
protocol already present in Protocol 1), and correspondingly for the extractor
& which has the same properties as the original one (possibly by changing the
polynomial 7'(n) and the negligible error ¢).

Basic Extractor. We augment the original input with several lists of linearly
independent vectors €,1,...,€,; € Zév, for v = 1,...,d and | < N. Then we
redefine V, to only accept if the (th random vector €, chosen in an execution
of the protocol is linearly independent of the vectors €, 1,...,€,;. We argue
similarly as in the proof of Proposition 1. If P* convinces V with probability 4,
then by the union bound P, convinces V, with probability at least § — %, and
there exists an extractor £ that given the lists of linearly independent vectors
extracts:

1. vectors €1, ...,€q such that every €, is linearly independent of €, 1,...,€,,



2. a witness (t,€}, k1) and (€], k,) for « = 1,...,d of the corresponding sigma
proof.

Moreover, the extractor £ runs in expected time T'/(6— % —e) for a polynomial
T'(n). Then we redefine £y such that it computes

(et {e. ki) = ({1 Buim1}—1,a,9. 91, -, gN)

forl=1,...,N. Clearly, £y runs in expected time O(NT/((S — % — 6))

Polynomial Inequality Extractor. Suppose that M € Z(IIVXN is a permutation
matrix, but the permutation does not leave F' invariant. We augment the com-
mon input with a permutation matrix M with this property, let Pr be identical
to Py, and define a new verifier Vg to be identical to V4 except that it only
accepts if

F(Mey,...,Meg) # F(e,...,€q) - (2)

From Schwartz-Zippel’s lemma, we know that the probability that the additional
requirement is not satisfied is at most Ap = deg(F)/|S|. Thus, if P* convinces
V with probability d, then Pg convinces Vg with probability § — Ap. Again, this
implies that there exists an extractor £ running in expected time T /(6 —Ap—e)
for some polynomial 7" that outputs a witness ({e,}%1,t, {€,, k,}2_;) satisfying
Equation (2).

Main Extractor. The new main extractor £ is syntactically defined as the original
main extractor in the proof of Proposition 1, except that it invokes the redefined
extractors £, and &, described above, and the following step is added.

4. If M is a permutation matrix, but the permutation does not leave F' invari-
ant, then € invokes £p with the additional input M to find ({e,}%_;, ¢, {}, k., }%_;)
satisfying Equation (2). Define €, = Me, and note that there exist a 1 <
t < d such that

e/ #¢ and C(g,k)=a"=C(E,(57))

. N N N
The former holds, since [[;Z, ¢, ; = [[;1; e.s # [[;2; e;- Then & has found

i=1 “1,i
the witness (a®, €}, k,, €/, (5,€,)) of the commitment relation % .om.

Note that the extractor always finds a witness of either Z« or % ., and that the
expected running time of £ is bounded by O(NT+T1"+T1")/(6— Ap — % —e)
as required.

A.2 Proof of Proposition 3

The completeness follows from the completeness of the sigma proof. The zero-

knowledge property follows from the perfect hiding property of the commitment
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scheme and from the zero-knowledge property of the sigma proof. We consider
a prover P* which convinces V with probability J. First note that Step 2-3 is an
execution of Protocol 2, except that there is an additional requirement involving
the ciphertexts. It turns out that, when a witness of %, is found, all of the
extracted values used to compute the matrix M are useful and not only the
matrix M and the randomness 5. To simplify notation in the next section we
write w = €; and W’ = €]. Thus, we assume that there is an extended extractor
Eext with some negligible knowledge error e that outputs linearly independent

vectors Wy, ..., Wy in ZY along with the matrix M and the randomness 5. We
may also assume that ﬁ; = Mwyj, i.e., that w;-J = Wjx(i), where M is the
Tezt

permutation matrix of w. Let T.,; be a polynomial such that S bounds
the expected running time of €., when the prover convinces the verifier with
probability d(a) depending on the commitment a. Let ¢ be the probability that
the prover P* convinces V in the full protocol.

Ezxtractor. The extractor £ of Protocol 3 proceeds as follows:

1. Sample at most % interactions between P* and V and halt if no accepting
transcript is found. Otherwise let a denote the commitment used in Step 1
of the accepting interaction.

2. Fix the commitment a and run the extractor £..; for at most ‘;7}55‘
steps, or until it outputs:

(a) a permutation matrix M leaving the polynomial F invariant,
(b) randomness § such that a = C (M,s), and
(¢) linearly independent vectors wy, ..., Wy in ZfIV such that forj=1,..., N

N INWj 7 (i) — N Wi
Hi:l(ci) = Pk Hq‘,:1 Gl

If the extractor E.,¢ succeeds, we know from linear independence that there
exist ag; such that Z;V:l oy, ;W5 is the lth standard unit vector in ZJ. We
conclude that

N /N g N N i
i) o )
i=1

time

j=1 \i=1 j=1
N N i N N
_ Wj,i _
= Ppk ¢ VD) apgug | =dpk |y ) aggug |,
j=1 \i=1 j=1 j=1

where we use the homomorphic property of ¢, in the third equality. Thus, the
extractor has found a permutation 7 satisfying the required polynomial identity,
and randomness r; = Zjvzl oy ju; such that ¢ = dpp, (c,r(l), r,r(l)).

Analysis of the extractor. It is clear that the extractor runs in time

2Tp1‘0t 4Tcmt < 2Tprot + 4Tczt
0 0— 2~ 0 — 2¢
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where T is the time it takes to run the protocol once.

We must now investigate the probability with which the extractor succeeds.
Observe that the expected number of interactions to find the first accepting
transcript is 6 7'. By Markov’s inequality, one will be found with probability %
in % interactions.

Let Accept denote the event that the verifier accepts, and define a set S of
good first messages by

S ={a:Pr[Accept|a] > §/2}

Note that Prla € S|Accept]| > %, so if an accepting transcript is found in Step
1 we get a good a with probability at least % If we obtain a good first message,
then the extractor &g, will find the desired accepting inputs in expected time
at most %, so by Markov’s inequality, it succeeds with probability % in time
ATeoe

2T prot+4Teat
5—2€ 6—2e

desired quantities with probability % This can be converted to an extractor that
finds the permutation and randomness in expected time

. To summarize, the extractor runs in time and extracts the

16T ot + 32Tt
6 — 2

by repeating until it succeeds.

B A Concrete Proof of a Shuffle

To make our proof of a shuffle concrete and allow us to estimate its complexity
we instantiate the Sigma-proof we need. We first consider the Sigma-proof we
need in Protocol 1.

B.1 Concrete Proof of Knowledge of Permutation Matrix

For concreteness we let n,, n., and n, denote the bitsize of components in ran-
dom vectors, challenges, and random paddings respectively. For these additional
security parameters 2~ "v 27" and 27" must be negligible in n. In practice, n,
and n. govern the soundness of the protocols below and n, govern the statistical
zero-knowledge property. Given are a = C (M,3), 5 € Zé\[7 and € € SN and we
instantiate the needed sigma-proof below.
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Protocol 4. An instantiation of the following sigma-proof.
e ezl (C (T,t) =a' AC(E, k) =AY, ¢ = Hil\;lez)

X-proof L’k’z €z, Vg = g*

1. P chooses 7,5 € ZY, sq € Zq, s € 0,27 e — 1V 5 55 € Zg and

hands the following values to V, where we set By = ¢1,

N
Bi=g"Bi', , a=g*[[g" . Bi=¢"B, , v=¢" , =g .

i=1

2. V chooses a challenge ¢ € [0,2™ — 1] at random and sends it to P.
3. P responds with

do =ck+sqmodq , d;=cej+s; , di=cr;+s;modq,
dy =¢(5,1) + s, mod g , and ds = cely + ss mod q ,

where €] = 51 and e = €} €} 4+ s, mod ¢ for i > 1.
4. V accepts if and only if

N
e\c d/i c i d:‘
(a)a:gdongqj > quﬁi:gd B%y, (3)
i=1

N ¢ ¢
(al/Hgi> =g, and <BN/9{[£V:] > g=g% . (4
i=1

Proposition 4. Protocol 4 is perfectly complete, special sound, and statistical
special zero-knowledge.

Proof. The proof is standard. The special zero-knowledge simulator chooses
Bi,...,By € Gy, and d,d € ZY, and da,d,,d; € Z, randomly and define
«, B, 7, and ¢ by Equation (3) and (4). The statistical distance between a sim-
ulated transcript and a real transcript is O(27""), which is small if n,. is chosen
appropriately. From two accepting transcripts

(BN, o, (3176, ¢.d d  du, dy, ds) and
(BOXya, (BN .6, ¢d  d” &, &2, df) and

ar Wy

—%

with ¢ # ¢* we define € = (3/ 73/*)/(0 —c), 7= (d—-d)/(c—c"), k=
(do—d3)/(c—c*), t = (dy —d})/(c—c"), ks = (ds — df)/(c — c*), and conclude
that

_ o _ — N
C@E,k)=a®, Bi=g"Bj*, , C(I,t) =a' , and By :gk‘ig}_[":‘ H

By solving the recursive equation involving B;, we conclude that either Hf\il el =

i

Hf\il e;, or we have found the discrete logarithm z such that g; = g*.
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The prover computes roughly 2N exponentiations with exponents in Z,, but
they all use the same basis element g. Fixed base exponentiation techniques can
be applied directly to reduce this by a fairly large constant factor compared to
square-and-multiply exponentiation, say a factor 1/8, provided that N > 1000.
The prover also computes N exponentiations with exponents of bitsize n, and
2N exponentiations with bitsize n, + n. + n, respectively. This corresponds to
SnutInet2n: eyvnonentiations with exponents in Zq. If we use ny, =n, =n, =80
and n = 1024, this corresponds to computing roughly N/2 exponentiations. This
can be further reduced at least by a factor of 3 using simultaneous exponentia-
tion. Thus, we estimate the complexity of the prover to correspond to at most
%N square-and-multiply exponentiations for practical parameters. The complex-
ity of the verifier is estimated to %N as well, by noting that, provided n. = n,,
we may match exponentiations by s, s;, and e} performed by the prover by
exponentiations by d;, d;, and ¢ performed by the verifier.

B.2 Concrete Proof of a Shuffle

To turn Protocol 4 into a complete proof of a shuffle, we can apply the protocol
of [27] directly or interlace it with Protocol 4 to avoid increasing the number of
rounds. From special statistical zero-knowledge, it is easy to see that we may also
reuse the random vector and challenge. The complexity of the prover and verifier
in the protocol in [27] amounts to N exponentiations by (n, + n, +n.)-bit expo-
nents in the group Gy and M, respectively. Thus, the complexity depends on
the underlying cryptosystem. For El Gamal over G, with the parameters above,
and using simultaneous exponentiation, this amounts to roughly iN square-and-
multiply exponentiations. Thus, the total complexity with these parameters is
roughly %N square-and-multiply exponentiations, which is almost as fast as the
protocol in [27] which requires precomputation. Below we sketch the protocol
given in [27]. Let {hq,...,h:} be a generator set of the ciphertext space Cpy,
e.g., for El Gamal over Gy, this would be {(1, g), (g,1)}. The prover hands

t N
Co=C(l,....Ip,1) and Cy =[] 47 [[(ch)
j=1

i=1
and proves that these were formed correctly using €’. This is done using a stan-
dard proof of knowledge of multi-logarithms. Then it also proves that it knows

some u such that C; = H;Zl h;’ Dpk (Hf\il cfl",u). From this we may conclude

N Y N  eis . .
that [T;2, (¢;)0i = dpi (]_L.:l (:j“,u), or a witness of the relation Z.,,, can be

extracted.

B.3 Proof of Tree Shuffle Without Additional Cost

/
J
of the B;’s is to aggregate the product ]

in Protocol 4. In other words, the roles

N
j=1

Note that B; is a commitment of H;:l e

53 When proving restricted shuffles
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it may be advantageous to aggregate the product in a different order, since the
partial results can then be reused. Consider the following. Let T' = (V, Er) be
a (rooted) complete binary tree on N = 270 leaves L = {1,...,N} and let S
denote the the set of permutations of the leaves L that are consistent with some
automorphism of 7". Suppose that we wish to shuffle a list of N ciphertexts using
a permutation from S. One way to do this is to consider the alternative encoding
of S as the automorphism group of a hypergraph G = (L, E¢) with

Eg ={e C 2L :e= L(T") for a complete subtree T' of T} ,
where L(T") denotes the set of leaves of T". Recall that the encoding polynomial

of G is then simply Fy(Z) = >_;cp, my(T), where we write ms(Z) = [[;c, @i
for the monomial encoding of an edge f. Suppose now that we aggregate the

product Hfil €} in a tree-like fashion by forming commitments of m¢(e) for all
my with degmy = 2% for i = 1,..., Np. Then we have commitments of m(e)

for all monomials of Fg () for free, and we can easily compute a commitment of
F4(e) by simply multiplying these commitments. Thus, proving such a shuffle
can be done essentially without additional cost.
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